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The magnetic resonance signal obtained from nuclear spins is strongly affected by the presence of

nearby electronic spins. This effect finds application in biomedical imaging and structural

characterization of large biomolecules. In many of these applications nitroxide free radicals are

widely used due to their non-toxicity and versatility as site-specific spin labels. We perform

molecular dynamics simulations to study the electron–nucleus interaction of the nitroxide radical

TEMPOL and water in atomistic detail. Correlation functions corresponding to the dipolar and

scalar spin–spin couplings are computed from the simulations. The dynamic nuclear polarization

coupling factors deduced from these correlation functions are in good agreement with experiment

over a broad range of magnetic field strengths. The present approach can be applied to study

solute–solvent interactions in general, and to characterize solvent dynamics on the surfaces of

proteins or other spin-labeled biomolecules in particular.

I. Introduction

Nuclear and electronic spins couple to applied magnetic fields

with coupling strengths determined by the respective magneto-

gyric ratios gn and ge. Typically, the interaction of the

magnetic field with the electronic spins is orders of magnitude

stronger than its coupling to nuclear spins. In the case of a free

electron and a proton, for example, ge/gn E �660. This

difference is advantageously exploited in dynamic nuclear

polarization (DNP) experiments of liquid solutions containing

paramagnetic centers. In such experiments the electron spin

magnetization is brought out of equilibrium by continuously

irradiating the sample with microwaves at the appropriate

frequency. The resulting steady-state electronic magnetization

polarizes the nuclear spins under the action of the existing

electron–nucleus (dipolar and/or exchange) spin interactions.

In this way nuclear magnetizations up to ge/gn times larger

than their values at thermal equilibrium can be obtained.

Traditionally DNP enhancement measurements have been

used to study the dynamics of solute–solvent interactions.1–3

Experiments with small organic radicals in liquid solutions

have been performed and the results have been rationalized in

terms of translational and rotational relative motion of the

spin-bearing species.1,2

Recently DNP has attracted renewed attention as means to

significantly enhance the sensitivity in the imaging of small

organic molecules for the purposes of biomedical applications

using nuclear magnetic resonance (NMR).4 In addition, its

applicability to the structural and functional characterization

of biomolecules by NMR spectroscopy is currently being

investigated and developed.5,6 The high magnetic fields employed

in biomolecular NMR studies render the technological aspect

of the corresponding DNP experiments particularly

challenging.7 Leaving the difficulties related to the hardware

aside, a major argument against the development of high-field

DNP has been the understanding that the enhancement drops

to essentially zero at the magnetic fields of interest for high-

resolution NMR. Strong support for this view comes from the

picture of relative solvent–solute motion offered by the afore-

mentioned models of translational and rotational diffusion.

It is only in the last year that DNP enhancements have been

actually measured for small nitroxides in aqueous solution at

3.4 and 9.2 T.5,6,8 The results indicate that although the

enhancements do decrease substantially at these higher

magnetic fields, they are large enough to be of significant

practical interest. Rationalizing the origin of the observed

reasonably large high-field DNP enhancements calls for a

treatment of the relative molecular motion on time scales as

short as a fraction of a picosecond. Probing molecular

dynamics on sub-picosecond time scales, high-field DNP

experiments are extremely sensitive to the atomistic details of

the polarizing agent and the solvent and of their relative

motion. Such details are clearly not present in the analytical

models used to interpret the data, in which it is assumed that

the spins are localized at the center of spherical spin-bearing

molecules which undergo relative translational and rotational

motions characterized by a single diffusion coefficient.

Molecular dynamics (MD) simulations appear to be

perfectly suited to address these difficulties since they allow

for the atomically-detailed description of the solute–solvent

dynamics on sub-picosecond time scales. Spin relaxation due

to nuclear dipole–dipole coupling has been studied with MD

for liquid acetonitrile,9 xenon in benzene,10 or a Lennard-

Jones fluid.11 Such studies offer a detailed picture of the

translational and rotational contribution to the relaxation

and provide an opportunity to compare with the predictions

of analytical models or directly with experiments. However,

bearing in mind that the nuclear Larmor time scale is on the

Institut für Physikalische und Theoretische Chemie,
J. W. Goethe-Universität, 60438 Frankfurt am Main, Germany.
E-mail: prisner@chemie.uni-frankfurt.de
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order of nanoseconds, it becomes evident that what is really

tested for these systems, in which the relative motion is rather

fast, is the integrated area under the dipole–dipole correlation

function. In contrast, the electronic Larmor precession is on

the order of a few picoseconds or less. Therefore, as already

alluded to, the electron–nucleus dipole–dipole correlation

function probes not only the slow solute–solvent dynamics

but also its faster details. From that perspective, the com-

parison between calculated DNP coupling factors and

experiment is an extremely stringent test on the ability of

MD simulations to properly capture the amplitude of the

solute–solvent dynamics over a wide range of time scales.

In this paper we perform molecular dynamics simulations to

calculate the DNP coupling factor between the unpaired

electron on a nitroxide radical and the protons of water. We

study the nitroxide radical TEMPOL (4-hydroxy-2,2,6,6-tetra-

methylpiperidine-1-oxyl, Fig. 1), which has been used recently

in DNP enhancement experiments at high fields.5,6,8 The

present paper is a part of our more extensive effort to provide

rigorous description of the various aspects of high-field DNP.

These include the realistic treatment of the solute–solvent

dynamics responsible for the magnitude of the coupling factor,

proper treatment of the relaxation mechanisms which deter-

mine to what extent the electron spin magnetization can be

brought out of equilibrium (subject of the companion paper II;

DOI: 10.1039/b906719c), and assessing the possibility of

achieving even larger DNP enhancements using biradicals.

The paper is organized as follows. The necessary theoretical

background is reviewed in section II. Section III contains

information about the computational methods employed.

The presentation of our results, given in section IV, is followed

by discussion (section V) and conclusion (section VI).

II. Theoretical background

A DNP enhancement

In the dynamic polarization of water protons by nitroxide

free radicals one aims to increase the steady-state nuclear

magnetization using the dipolar and/or scalar interactions

between the nuclear and electronic spins. The electron–nucleus

dipolar and scalar couplings can be summarized by the inter-

action Hamiltonian1,2 (in units of angular frequency)

ĤSI(t) = Ŝ�D(t)�Î + A(t)Ŝ�Î (1)

where Ŝ and Î denote the electronic and nuclear spin operators,

and D(t) and A(t) are the instantaneous values of the dipolar

coupling tensor and the scalar coupling, respectively. When

the two spins are sufficiently far apart and can be treated as

point dipoles, the dipolar coupling tensor is expressed as

DðtÞ ¼ d
E � 3rðtÞrðtÞ

r3ðtÞ ; ð2Þ

where E is the 3 � 3 identity matrix, r(t) is the magnitude and

�r(t) the direction of the vector r(t), pointing from one of the

spins to the other. The prefactor is

d = (m0/4p)�hgSgI, (3)

where m0 is the magnetic permeability of free space, �h is

Planck’s constant divided by 2p, and gS and gI are the electron
and nuclear magnetogyric ratios. The scalar coupling, on the

other hand, depends on the probability density of the unpaired

electron at the nucleus. It is therefore expected to be of

significant strength only when the solvent is in close contact

with the radical, as in the case of hydrogen bonding between

the nitroxide and water.

When the interaction of the nuclear spin with the spin of

the unpaired electron is described by the Hamiltonian (1), the

longitudinal nuclear magnetization hÎzi is found to obey the

Solomon equation12

d

dt
hÎ zi ¼ �RII

1 ðhÎ zi � I0Þ � RIS
1 ðhŜzi � S0Þ; ð4Þ

where I0 = hÎzi0 and S0 = hŜzi0 denote the equilibrium values

of the nuclear and electronic magnetizations, and RII
1 and

RIS
1 are certain relaxation rates, to be specified below. An

additional relaxation rate, R0
1, needs to be included in eqn (4)

to account for processes that lead to the relaxation of the

nuclear magnetization but are not related to the presence of

the electronic spins. This is achieved by replacing RII
1 in

eqn (4) with

R1 = RII
1 + R0

1. (5)

The degree by which the nuclear magnetization under steady-

state DNP conditions, Iss = hÎziss, is larger than the equilibrium

magnetization in the absence of the polarizing paramagnetic

species, I0, is characterized by the DNP enhancement1

e = (Iss � I0)/I0. (6)

It can be calculated from the steady-state solution of eqn (4).

The latter is readily put in the form1

Iss ¼ I0 1þ RIS
1

RII
1

S0 � Sss

S0

RII
1

R1

S0

I0

� �
; ð7Þ

with Sss = hŜziss. It is convenient to define the coupling, the

saturation and the leakage factors, respectively, as

x = RIS
1 /RII

1

s = (S0 � Sss)/S0, (8)

f = RII
1 /R1 = 1 � R0

1/R1.

After replacing the ratio of the equilibrium electronic and

nuclear magnetizations, S0/I0, by gS/gI and using the definition

of e, eqn (7) leads to

e = xsfgS/gI. (9)

Fig. 1 The nitroxide radical TEMPOL.
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Since x, s and f are all smaller than or equal to one, the

maximum achievable DNP enhancement is gS/gI, as was

already mentioned in the introduction.

B Coupling factor and correlation functions

The dependence of the coupling factor on the relative

solvent–nitroxide dynamics is through the spectral densities

J(m)(o) and K(o) corresponding to, respectively, dipolar and

scalar electron–nucleus interactions. The former are defined as

the real part of the (one-sided) Fourier transform,

J(m)(o) = Re
R
N

0 dtC(m)(t)e�iot, (10)

of the time correlation functions

CðmÞðtÞ ¼ F ðmÞðrðtÞÞF ðmÞ�ðrðtþ tÞÞ: ð11Þ

Here

F ð0ÞðrÞ ¼
ffiffiffi
3

2

r
ðr2 � 3r2zÞ

r5
; F ð1ÞðrÞ ¼ 3

rzðrx þ iryÞ
r5

;

F ð2ÞðrÞ ¼ � 3

2

ðrx � iryÞ2

r5

ð12Þ

are the rank-2 spherical components of the dipolar tensor (2)

divided by d, and rx, ry, rz are the Cartesian components of r.

The line above the Fs in eqn (11) denotes a double average

over time and all the protons in the system. Similarly, the

spectral density corresponding to the scalar coupling is

KðoÞ ¼ Re

Z 1
0

dtAðt� tÞAðtÞe�iot: ð13Þ

Unlike the dipolar functions F(m), the scalar coupling A is hard

to express formally. A functional form which is commonly

used to model the rapid decrease of A with the separation

between the two spins is13

A(t) = A0e
�l(r(t)�r0), (14)

where A0, r0 and l are free parameters that need to be chosen

appropriately.

The spectral densities enter into the coupling factor through

the relaxation rates RII
1 and RIS

1 , which for an electronic spin

S= 1/2 and a proton nuclear spin I= 1/2 are found to be1,2,12

RII
1 ¼

d2

12
½Jð0ÞðoI � oSÞ þ 3Jð1ÞðoI Þ þ 6Jð2ÞðoI þ oSÞ�

þ KðoI � oSÞ=2;

RIS
1 ¼

d2

12
½6Jð2ÞðoI þ oSÞ � Jð0ÞðoI � oSÞ�

� KðoI � oSÞ=2:
ð15Þ

In these expressions, the spectral densities are evaluated at the

specified combinations of the electronic and nuclear Larmor

(angular) frequencies oS and oI. The arguments of J(0), J(2),

and K imply simultaneous flips of the electron and proton

spins (zero and double quantum coherence), whereas the

argument of J(1) implies a flip of the proton spin only (single

quantum coherence). The frequencies f = o/2p are listed in

Table 1 for several values of the magnetic field in a range of

experimental interest.

The contribution of the scalar coupling in (15) assumes

scalar relaxation of the first kind, according to the nomen-

clature of ref. 12 (i.e., the parameter b of ref. 1 is equal to

zero). For this to be the case, the time scale on which the scalar

coupling is modulated has to be much shorter than the T1 and

T2 relaxation times of the electron. As will become apparent in

section IV, the former time scale is in the picosecond range,

whereas electronic T1 and T2 are on the order of hundreds and

tens of nanoseconds, respectively.

Taking into account the fact that the spectral densities are

even functions of their argument, and oS c oI, the DNP

coupling parameter can be approximated by

x � 6Jð2ÞðoSÞ � Jð0ÞðoSÞ � 6KðoSÞ=d2

Jð0ÞðoSÞ þ 3Jð1ÞðoI Þ þ 6Jð2ÞðoSÞ þ 6KðoSÞ=d2
: ð16Þ

Substantial experimental evidence exists for nitroxides in

water indicating that the observed proton DNP enhancement

can be rationalized entirely in terms of dipolar electron–

nucleus coupling, disregarding the scalar coupling completely.2

Our estimates, presented in section IV, confirm that the

last term in the numerator and the denominator of (16) is

negligible compared to the others.

In isotropic environments the three dipolar spectral densi-

ties J(m) are all equal. Therefore, one can drop the superscript

m and work with a single spectral density J. The coupling

factor then becomes

x � 5JðoSÞ
3JðoI Þ þ 7JðoSÞ

; ð17Þ

where the approximation consists of neglecting the effect of the

scalar coupling in eqn (16). The maximum achievable coupling

factor of 1/2 for dipolar coupled spins follows from eqn (17)

under the assumption that the Larmor precession time scale of

the electron is much longer than the time scales of the classical

motion, thus yielding J(oS) E J(oI) E J(0). This condition is

expected to be no longer satisfied at frequencies about and

higher than 9 GHz for which the Larmor time scales drop to a

few picoseconds and less (Table 1). In comparison, the Larmor

precession of the proton nuclear spin is about three orders of

magnitude slower, which may justify the approximation

J(oI) E J(0) = const. (18)

Whereas the numerator in eqn (17) contains only spectral

densities at the electron Larmor frequency the denominator

contains a spectral density evaluated at the low nuclear

Larmor frequency oI. Therefore, for the calculation of x one

needs not only the initial decay of the correlation functions but

Table 1 Electronic (S) and nuclear (1H, I) Larmor frequencies,
f = o/2p and associated time scales, t = 1/o, for various magnetic
field strengths

B/Tesla 0.342 1.21 3.35 6.4 9.2 12.8

fS/GHz 9.6 34 94 180 260 360
tS/ps 17 4.7 1.7 0.88 0.61 0.44
fI/MHz 15 50 140 270 390 540
tI/ns 11 3.1 1.1 0.58 0.40 0.29
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also their long-time tail. The implication for the MD simula-

tions is that the motion of the water protons relative to the

nitroxide has to be followed for long enough times and up to

sufficiently large distances. In other words, the simulated

system has to be large enough and contain sufficiently many

solvent molecules, as is well appreciated in the literature.11

Because the nuclear Larmor time scale drops to a few hundreds

of picoseconds at the higher fields that we consider (Table 1),

we retain the argument oI when calculating the coupling

factor using eqn (17).

C Estimating coupling factors from NMRD data

Until recently,14,15 the method of choice for accessing DNP

coupling factors experimentally has been nuclear magnetic

relaxation dispersion (NMRD) measurements. The approach,

discussed in ref. 1 for purely dipolar interaction between the

electron and nuclear spins, has been utilized recently to

determine the coupling factors of TEMPOL in water at 9.6,

94 GHz,5 and 260 GHz.8 It is based on the observation that

the denominator of the coupling factor, RII
1 , already contains

in itself the value of the numerator, RIS
1 . At any magnetic field

strength, RII
1 can be determined experimentally by measuring

the T1 of the water protons with and without the radical and

subtracting the latter from the former [cf. eqn (5)]. To obtain

RIS
1 from the determined RII

1 it is necessary to subtract the part

of RII
1 that corresponds to 3J(oI) in the denominator of

eqn (17). Using the approximation (18) and denoting the

(constant) contribution of 3J(0) to RII
1 by 2o1, eqn (17) can

be put into the form1,5

xNMRD �
5

7

RII
1 � 2w1

RII
1

¼ 5

7
1� 2o1

R1 � R0
1

� �
: ð19Þ

The constant 2o1 can be estimated from T1 measurements at

very low magnetic fields,1 however, these details are not

relevant for the purposes of the present discussion.

Instead of eqn (19), which is written in terms of experi-

mentally accessible quantities, the following equivalent

expression is more appropriate in our case:

xNMRD �
5

7

3JðoI Þ þ 7JðoSÞ � X

3JðoI Þ þ 7JðoSÞ
: ð20Þ

Here, the relaxation rates have been replaced by the com-

putationally accessible spectral densities, and the constant 2o1

(rescaled appropriately) has been denoted by X. It is evident

that the latter expression reduces to the correct coupling

factor, eqn (17), when X = 3J(oI). However, J(oI) at the

frequency of interest is typically not known. As mentioned

above, it was taken as a constant in ref. 5 to estimate the

coupling factors from NMRD. The same constant was utilized

in ref. 8.

We would like to point out that beyond the mentioned

approximations no motional model needs to be assumed for

this analysis. If desired, a model can be employed to follow the

frequency dependence of 2o1 (or X) which, formally, should

not be a constant. These observations will be important when

we compare the coupling factors calculated from MD with the

corresponding NMRD estimates in section IVD.

D Analytical force-free model of translational diffusion

A dynamical model which is commonly invoked to rationalize

the relation between the DNP coupling factors and the under-

lying molecular motions is the analytical force-free (FF)

model.16–18 This model was used in the interpretation of

DNP data with trityl4 and nitroxide5 radicals. The model

assumes that the interacting spins are situated at the centers

of spherical spin-bearing molecules which undergo transla-

tional diffusion with respect to each other. Denoting the

translational diffusion coefficient by Dff and the distance of

closest approach of the spins by dff the characteristic correla-

tion time scale of the FF model is

tff = d2ff/Dff. (21)

In terms of tff the spectral density of the model is18–21

JffðoÞ /
P2

n¼0 cnð2otff Þ
n
2P6

n¼0 dnð2otff Þ
n
2

; ð22Þ

with c0 = 8, c1 = 5, c2 = 1, and d0 = 81, d1 = 81, d2 = 81/2,

d3 = 27/2, d4 = 4, d5 = 1, and d6 = 1/8. [The proportionality

constant is not important for calculating the coupling factor

according to eqn (17).]

The explicit form of the analytical correlation function that

leads to the spectral densities (22) is not of interest to us.

However, we note that at long times it does not decay

exponentially but goes like Bt�3/2.11 In spite of its simplifying

assumptions, the FF model of translational diffusion is

expected to be rather accurate for long times, when the water

molecules have diffused far away from their starting positions.

Therefore, the correlation functions extracted from MD

should also satisfy the asymptotic power-law behavior. Given

the finite size of the simulated system and the finite simulation

time, however, we expect that the long-time tails of the MD

correlation functions will be too noisy to properly reflect the

expected asymptotic behaviour. For the calculation of the

coupling factors, therefore, we explicitly impose the Bt�3/2

condition on the correlation functions.

III. Methods

A MD simulation details and calibration of the water diffusion

The simulated system was a cubic box filled with TIP3P22

waters and one TEMPOL molecule. The simulations were

performed with the MD simulation package NAMD,23 under

constant temperature and volume (NVT ensemble), using

periodic boundary conditions. The electrostatic interactions

were treated with particle mesh Ewald.24,25 Bonds involving

hydrogen atoms were constrained with SETTLE26 and a 2 fs

time step was used for the numerical integration. The simula-

tions lasted for 2.1 ns. Coordinates were saved every 75

integration steps (0.15 ps) for subsequent analysis. The first

600 snapshots (90 ps) were excluded from the analysis. Simu-

lations were carried out at three different temperatures,

T= 298 K (25 1C), 308 K (35 1C), and 318 K (45 1C), and with

N = 1000 or 3000 water molecules. The target water densities

at these temperatures, i.e., 0.997 g cm�3 (25 1C), 0.994 g cm�3

(35 1C), and 0.990 g cm�3 (45 1C), were achieved by fixing the
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Pu
bl

is
he

d 
on

 0
6 

Ju
ly

 2
00

9.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f 
Fr

an
kf

ur
t o

n 
31

/1
0/

20
13

 1
2:

49
:1

9.
 

View Article Online

http://dx.doi.org/10.1039/b905709a


size of the cubic box to the values given in Table 2. The

temperature was controlled with a Langevin thermostat,

which was coupled only to the heavy atoms.

It is well known that the TIP3P water model (like any other

nonpolarizable water model) leads to faster water dynamics.27

In particular, the translational self-diffusion coefficient of the

TIP3P water model at 25 1C is about 5.7 � 10�9,28 whereas the

experimental value is 2.3 � 10�9 m2 s�1.29 Because the DNP

coupling factor is expected to be strongly sensitive to the

relative translational diffusion of the radical and water,16 this

deficiency of the water model was unacceptable for our

purposes. In an effort to overcome the problem within the

constraints of the available nonpolarizable force field, we

adjusted the friction coefficient of the thermostat such that

the translational dynamics of the TIP3P waters was sufficiently

slowed down for their diffusion coefficient to match the

experimental value. The calibration of the friction coefficient

was performed on the smaller systems with N = 1000 waters.

The translational diffusion coefficient of water was

calculated from the mean square displacement of the water

oxygens using the relation

lim
t!1
jrðtþ tÞ � rðtÞj2 ¼ 6Dwt; ð23Þ

where r(t) is the oxygen position at time t (after ‘‘undoing’’ the

effect of the periodic boundary conditions), and the average is

over all the waters present in the simulation and over all times t.

The finite duration of the simulated trajectories implies that

for larger values of t there are less initial times t to sum over.

Therefore, the uncertainty in the estimate of Dw increases with t.
On the other hand, t should be long enough for the water

translation to be purely diffusive. To have a feeling of the

uncertainties, we used the fact that the diffusion coefficients

along three arbitrary but orthogonal directions x, y and z are

all expected to be equal. Therefore, at sufficiently long t, the
three ratios

DiðtÞ ¼ jriðtþ tÞ � riðtÞj2=2t; i ¼ x; y; z; ð24Þ

should provide three independent estimates of Dw.

In Fig. 2 we plot the average of Dx, Dy and Dz, as well as

their standard deviation about this average calculated

from the simulations. It is seen that the experimental values

of the diffusion coefficient are attained with Langevin friction

g = 11 ps�1 at 25 1C, g = 9 ps�1 at 35 1C, and g = 7.5 ps�1 at

45 1C. The plot also allows us to estimate the uncertainty of

the calculated Dw.

For the calculation of the DNP coupling factor one

TEMPOL molecule was inserted at the center of the larger

water boxes with N = 3000 molecules. This was done by

removing the water molecules with oxygen atoms closer than

2.0 Å to the TEMPOL heavy atoms. Nine such waters were

removed, leading to 2991 waters in the final systems. The

friction coefficients used in the simulations at the three

temperatures were set to the values determined previously

using the water boxes with 1000 waters.

The parametrization of the nitroxide radical TEMPO had

been reported previously.30 A standard OH group from the

CHARMM force field31,32 was appended to TEMPO to

obtain the parameters of TEMPOL used in the current study.

B Ab initio computations and calculation of the correlation

functions

In order to assess the magnitude of the scalar electron–nucleus

coupling several nitroxide–water interaction geometries,

shown in Fig. 3, were analyzed by performing ab initio

calculations. All the calculations were carried with the

program Gaussian 0333 for the closely related nitroxide

TEMPO (2,2,6,6-tetramethylpiperidine-1-oxyl), as was previously

reported in ref. 30. The relative orientation of the water

molecule with respect to the nitroxide was optimized keeping

the structure of TEMPO and the structure of the water

molecule fixed, the former at the B3LYP/6-31G* optimized

geometry and the latter at the experimental geometry.34 The

optimization was performed using B3LYP/6-311++G**, a

level of theory which, reportedly, is sufficient to accurately

reproduce hydrogen bond geometries.35 A subsequent single-

point energy evaluation was performed using B3LYP/aug-cc-pvdz.

For further details the reader is referred to ref. 30.

Conformations in which the water hydrogen is positioned

close to the pz orbital occupied by the unpaired electron

(positions 2 and 4 in Fig. 3) are expected to result in larger

electron density at the proton nucleus compared to conforma-

tions in which the hydrogen lies in the plane approximately

perpendicular to the pz orbital (positions 1 and 3). The

Table 2 Box sizes L (Å) for the systems simulated at temperature
T (1C) and containing N TIP3P waters

N 1000 3000

T 25 35 45 25 35 45
L 31.076 31.107 31.148 44.819 44.865 44.923

Fig. 2 Calculated self-diffusion coefficients for water at T = 25 1C

(g = 11 ps�1), 35 1C (g = 9 ps�1) and 45 1C (g = 7.5 ps�1). The

targeted experimental values are respectively 2.3 � 10�9, 2.9 � 10�9

and 3.5 � 10�9 m2 s�1.29 The thin lines correspond to one standard

deviation about the average, indicated with a thick line.

Fig. 3 Optimal TEMPO–water interaction geometries.30
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water–nitroxide interaction energies for conformations 1 to 4

were found to be similar and about 1 kcal mol�1 higher than

for the geometry in which one of the water hydrogens is along

the N–O bond of the nitroxide moiety (position 0).30 The

scalar couplings according to the ab initio calculations are

given in Table 3 for the two different basis sets. As expected,

the couplings are largest for the dimer geometries 2 and 4. Five

to ten times smaller couplings were computed for the other

three conformations. The differences between the scalar

couplings in columns bs1 and bs2 of Table 3 reflect the degree

of basis set dependence.

The dependence of the computed scalar couplings on the

geometry of the hydrogen-bonded water–nitroxide system that

emerges from the data in Table 3 is clearly beyond the reach of

a model which takes into consideration only the hydrogen

bond distance, such as the one in eqn (14). (The proton–

oxygen distances for the conformations from 0 to 4 were

respectively 1.97, 1.90, 1.94, 1.91, and 1.91 Å.30) However, it

would be hard to properly account for this dependence in the

framework of classical MD simulations. Therefore, hoping

to obtain an order-of-magnitude estimate of the relative

importance of the scalar coupling with respect to the dipolar

coupling, we decided to employ the functional form of

eqn (14). On the basis of the values in Table 3, we concluded

that A0 = 3 MHz and r0 = 1.9 Å should constitute a

reasonable choice. To be on the safe side with our estimate,

the strength of the scalar coupling was chosen to reflect the

larger values in Table 3. We further selected l�1 = 0.8 Å as a

reasonable distance over which the magnitude of the scalar

coupling drops.

The dipolar electron–proton couplings according to the

ab initio calculations are also shown in Table 3. The numerical

values are pretty much identical for the two different basis sets.

Again, thinking about the pz orbital occupied by the unpaired

electron, it is possible to rationalize the larger dipolar coupling

for conformations 2 and 4.

An issue that becomes immediately apparent when one

wants to calculate the dipolar correlation functions C(m)(t)
from MD simulations is the choice of the electron spin

position on the nitroxide. Quantum mechanical calculations

indicate that the electron density of the unpaired electron is

partitioned almost equally between the oxygen and nitrogen

atoms of the nitroxide radical36 (also observed in our own

ab initio calculations). The exact population on each atom is

known to show dependence on the polarity of the solvent and

on fluctuations in the nitroxide structure (e.g., the N–O bond

length and the C–N–C angle).36 For simplicity, we assume that

50% of the electon density is located at the oxygen and the

other 50% at the nitrogen sites. Therefore, when calculating

the correlation function in eqn (11) from the MD trajectories

we used

F(m)(r) = [F(m)(rOp) + F(m)(rNp)]/2, (25)

where rOp and rNp correspond to the oxygen–proton and

nitrogen–proton distance vectors.

Applying the same logic to the TEMPO–water dimers for

which the ab initio calculations were performed, we calculated

the dipolar coupling tensors given in the last column of

Table 3. The agreement with the quantum mechanical calcula-

tions is observed to be rather good for conformations 0, 1, and

3. The ab initio values are larger for conformations 2 and 4,

which also show large scalar coupling. The reason is again the

proximity of the water protons to the molecular orbital

occupied by the unpaired electron. This geometric proximity

is not taken into account when the electron is assumed to be

localized at the centers of the oxygen and nitrogen atoms. As

in the case of the scalar coupling, we did not attempt

to capture this dependence on the dimer geometry when

analyzing the MD simulation trajectories. However, we would

like to draw attention to the fact that the magnitude of the

dipolar coupling in our subsequent analysis is expected to be

underestimated exactly for the conformations for which the

scalar coupling is largest.

Although the three dipolar correlation functions C(m) are

expected to be equal as a result of the orientational isotropy at

hand, we extracted all three F(m)s from the MD trajectories

and calculated the corresponding correlation functions. The

correlation functions for m = 0,1,2 were observed to be

identical within the statistical uncertainty, indicating that the

tumbling of TEMPOL with respect to the fixed axes of the

simulation box was sampled sufficiently well. The average of

the three separate correlation functions was used to calculate

the coupling factors. Similarly, to assess the quality of the

sampling, the imaginary parts of the correlation functions for

m = 1,2 were calculated. As expected, they were order(s) of

magnitude smaller than the real parts in the time range of up

to about 200 ps, which was used for the analysis.

IV. Results

A Correlation functions from MD

Using the MD trajectories at 25, 35 and 45 1C we calculated

three different dipolar correlation functions. The normalized

correlation functions were fitted to the following

functional form

a1e
�t/t1 + a2e

�t/t2 + (1 � a1 � a2)e
�t/t3 (26)

in the range of t A [0,70) ps. The resulting fitting parameters

are shown in Table 4. From analytical treatments it is known

that for long times the dipolar correlation function exhibits a

Table 3 Electron-nucleus scalar and dipolar interaction energies
(MHz) for the water configurations shown in Fig. 3

Water # Ab initio Point dipolea

Scalar Dipolarb,e Dipolarb

bs1c bs2d

0 0.66 0.52 �5.7,�4.4,10.1 �5.6,�5.6,11.2
1 �0.23 �0.31 �6.6,�5.8,12.4 �6.4,�6.2,12.6
2 �3.38 �2.88 �9.2,�8.4,17.6 �6.4,�5.8,12.2
3 0.24 0.11 �6.2,�5.3,11.5 �6.3,�6.0,12.3
4 �3.46 �3.06 �9.1,�8.7,17.8 �6.4,�6.0,12.4
a Assuming the unpaired electron is 50% on the oxygen and 50%

on the nitrogen atoms. b Dxx,Dyy,Dzz values in principle axis

system. c Using B3LYP/6-311++G** level of theory. d Using

B3LYP/aug-cc-pvdz level of theory. e Identical values were obtained

with both basis sets.
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power law decay with exponent �1.5. The coefficient in

apowt
�3/2 was chosen such that the curve is tangent to the

exponential fit. The calculated correlation functions and

the best fits are plotted in Fig. 4. It is seen that the tails of

the correlation functions follow closely the power law decays

from the point where the exponential fit departs from the data

(t E 30 ps) up to t E 200 ps. The departure of the calculated

correlation functions from the power law at longer times is a

finite-size effect, which becomes more pronounced at the

higher temperatures where the water diffusion is faster.

For the purposes of comparison, two additional dipolar

correlation functions were calculated from the MD simula-

tions at 25 1C assuming that the unpaired electron is localized

entirely at the oxygen or the nitrogen atoms of the radical. The

fitting parameters in these cases are denoted, respectively by O

and N in Table 4.

In principle, one can calculate the dipolar spectral densities

from the raw correlation functions performing numerical

Fourier transformations. However, we preferred to first fit

the correlation functions and subsequently work with the

fitting functions for several reasons. The fit to a sum of

exponential decays allows us to talk about the various time

scales associated with the solute–solvent dynamics. Substantial

relative TEMPOL–water motion is seen to occur on well-

separated time scales of about 0.4, 4, and 30 ps (Table 4), the

last of which connects to the small-amplitude but long-lasting

dynamics captured by the Bt�3/2 tail of the correlation

function. About 30% of the correlation function is seen to

decay on a sub-picosecond time scale, whereas almost 50%

decays in a few ps. Such fast dynamics is essential for the

efficiency of the Overhauser-based nuclear enhancement at

high magnetic fields. As mentioned before, the long-time tail

of the computed correlation functions is expected to be

degraded by finite size effects. Thus, enforcing the t�3/2 decay
analytically should provide a better estimate of the integrated

area under the correlation function (i.e., the spectral density at

very low frequencies). This is important since the larger the

spectral density at the nuclear Larmor frequency the smaller

the high-field coupling factor [cf. eqn (17)].

Before proceeding with the calculation of the DNP coupling

factors we attempted to assess whether the contribution of the

spectral density K(o) is indeed negligible compared to the

contribution of J(o). To this end, the correlation function

corresponding to the scalar coupling model (14) was calculated

using the values A0 = 3 MHz, r0 = 1.9 Å, and l�1 = 0.8 Å.

The normalized correlation function, calculated from the MD

trajectories at 25 1C, is shown in Fig. 5 together with the best

fit of the form given in eqn (26). The fitting was performed for

t A [0,400) ps and yielded the fitting parameters listed in the

last row of Table 4.

Table 5 shows the values of the spectral densities Jnorm(o)
and Knorm(o) calculated from the corresponding normalized

correlation functions at 25 1C. The magnitudes are seen to be

comparable over the whole frequency range. Accounting for

the differences due to the normalization of the correlation

functions and for the division of K(o) by d2 in eqn (16), it

becomes apparent that the contribution of the scalar coupling

amounts to less than 2% of the contribution of the dipolar

coupling to the numerator of eqn (16). The actual contribution

Table 4 Time scales ti (ps) and amplitudes ai used to fit the the
normalized correlation functions at the specified temperature T (1C)

T t1 t2 t3 a1 a2 a3
a apow

O–N 0.38 4.12 29.0 0.273 0.468 0.259 16.56
25 O 0.25 3.08 23.7 0.299 0.516 0.185 8.75

Dipolar N 0.87 8.41 39.9 0.232 0.437 0.331 34.3
35 O–N 0.44 4.44 29.1 0.325 0.476 0.199 12.81
45 O–N 0.42 4.14 27.0 0.340 0.487 0.173 9.95

Scalar 25 O–N 1.57 13.3 122 0.546 0.428 0.026 —

a This coefficient was constrained to a3 = 1 � a1 � a2.

Fig. 4 Normalized dipolar correlation functions at the specified

temperature (thick dots) and best fits (thin lines). The straight lines

tangent to the correlation functions correspond to the asymptotic

power-law decay implied by the analytical FF model (see text).

Fig. 5 Normalized scalar correlation functions at 25 1C (thick dots)

and best fit (thin line).
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is expected to be somewhat smaller given our choice of

A0 = 3 MHz for all hydrogen bonding geometries. Thus, we

conclude that the influence of the scalar coupling on the DNP

coupling factors is negligible over the whole frequency range.

In the following we use the approximate expression (17) to

calculate the coupling factor.

B Coupling factors from MD

The DNP coupling factors at magnetic field strengths ranging

from 0.33 to 12 Tesla were calculated using eqn (17) and the

fitting parameters given in Table 4. The results are shown in

Table 6. As expected, the coupling factors decrease substan-

tially upon increase in the magnetic field. The coupling factors

calculated here from first principles are in good agreement

with the values determined from NMRDmeasurements at 9.6,

94,5 and 260 GHz.8 Our calculated value of 30% at 9.6 GHz is

somewhat lower than the experimental (NMRD) value of

36%,5 but substantially higher than the value of 18%, which was

deduced form DNP enhancement measurements at 9.8 GHz

for an aqueous solution of a nitroxide (4-oxo-TEMPO) very

similar to TEMPOL.14 Recently, the latter coupling factor has

been corrected to 22%,15 which is somewhat closer to the

NMRD value with the MD value falling in between. (The MD

value for 9.8 GHz is 29.6%.) We will have more to say about

the NMRD estimates of the coupling factors in section IVD.

As expected, the values in Table 6 indicate more efficient

coupling with increasing temperature. Also, the calculated

DNP enhancements at a given field and temperature show

high sensitivity to the distance of closest approach between the

electronic and nuclear spins. At 260 GHz, for example,

roughly four times larger enhancement is calculated for the

oxygen-based electron (2.94%) compared to the nitrogen-

based one (0.79%). The comparison of these two extreme

cases is intended to illustrate the dramatic effect of moving the

electron spin from the surface toward the interior of the

radical. The rapid (1/r6) decrease of the dipolar interaction

with distance, which is responsible for the effect, provides a

rational for the poor coupling factor of the bulkier TAM

(trityl) radical deduced to be only 1.8% at 40 GHz.4

C Comparison with the force-free model

The analytical FF model contains two physical parameters,

the diffusion coefficient Dff and the distance of closest

approach dff. The connection to the coupling factors is

through the time scale tff, given in eqn (21). One can, therefore,

compare the MD results with the analytical model along two

lines. The first approach would be to calculate tff from Dff and

dff, where the latter are extracted directly from the MD

simulations. The coefficient of relative translational diffusion

is the sum of the translational diffusion coefficients of water

and TEMPOL, Dff = DTw = Dw + DT. For the distance of

closest approach between the proton spin and the electron spin

we can calculate two values, dOp and dNp, assuming the

electron is localized at the oxygen or the nitrogen, respectively.

An alternative way of comparison would be to calculate tff
from the coupling factors in Table 6 using eqn (22) and (17).

At this point, it is necessary to stress that the FF treatment

assumes spherical spin-bearing molecules which can approach

each other down to a distance dff from every direction. Clearly,

these assumptions do not hold for TEMPOL and water. The

distance of closest approach in the analytical treatment, there-

fore, should be viewed as an effective distance which does not

necessarily correspond to dOp or dNp. Nevertheless, even if

only to illustrate this point more convincingly, we believe it is

worthwhile to carry out the proposed comparison.

Bearing this in mind, we calculated the translational diffu-

sion coefficient of TEMPOL in water, DT, and determined the

distances of closest approach using the MD trajectories at

25 1C. The results are shown in Table 7. Very encouraging is

that the MD estimate of the translational diffusion coefficient

DT is in perfect agreement with the experimental value of

0.41 � 10�9 m2 s�1 reported recently for TEMPONE.15 The

time scales tff deduced from DTw and dOp or dNp are also

shown in Table 7. Not surprisingly, the shorter distance dOp

leads to a shorter time scale compared to dNp. For an electron

which is delocalized on the oxygen and nitrogen atoms the

time scale is expected to lie between the calculated values of

tOp and tNp, and therefore be bounded from above byE16 ps.

As mentioned before, the time scales tff can be calculated

using the coupling factors from the MD simulations and the

analytical spectral density. The results are shown in Table 8

for the simulation carried out at 25 1C and the coupling factors

highlighted in bold in Table 6. From these time scales, and

using the relative diffusion coefficient DTw estimated from the

MD simulations, it is possible to calculate effective distances of

Table 5 Spectral densities at o = 2pf calculated from the fits to the
normalized dipolar and scalar correlation functions at 25 1C

f/GHz 0 9.6 34 94 180 260 360

Jnorm
a 12.9 3.85 1.38 0.403 0.179 0.120 0.083

Knorm
b 9.72 4.37 1.40 0.552 0.232 0.125 0.069

a To be multiplied by 4.31 � 10�1 to recover J before normalization.
b To be multiplied by 35.2/d2 = 5.65 � 10�3 for direct comparison

with the contribution of the dipolar coupling.

Table 6 Coupling factors (�10�2) at the given frequencies (in GHz)
calculated from the fits to the MD correlation functions

T/1C 9.6a 34 94b 180 260c 360

O–N 29.9 15.0 5.34 2.58 1.80 1.30

25 O 34.2 20.9 9.18 4.33 2.94 2.17
N 25.0 8.50 2.57 1.26 0.79 0.49

35 O–N 32.0 17.5 6.60 3.42 2.43 1.74
45 O–N 33.9 20.0 8.00 4.17 2.97 2.15

a The experimental (NMRD) value at this frequency is 36 	 2.5

b The experimental (NMRD) value is 6 	 2.5 c The experimental value

is 2.2 	 0.6.8

Table 7 Translational diffusion coefficients D (10�9 m2 s�1), the
distances of closest approach d (Å) and the calculated time scales,
t = d2/DTw (ps), for the TEMPOL oxygen (O) or nitrogen (N) and
water proton (p)

Dw DT DTw dOp dNp tOp tNp

2.3a 0.4 2.7 1.59 2.06 9.4 16

a Experimental value from ref. 29.
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closest approach, dff. Those are shown in the last row of

Table 8.

It is not surprising that all of the tffs in Table 8 are actually

larger than the 16 ps upper bound which was estimated above

using the distance dNp. As already discussed, in the MD

simulations (and presumably in reality) the distances of closest

approach dOp and dNp are not attainable from every direction,

contrary to the assumptions of the analytical treatment. What

is more interesting is that the time scales tff calculated directly

from the MD coupling factors have a strong frequency

dependence. In the range of frequencies studied here, tff
changes by a factor of two. Similarly, the distances of closest

approach inferred from the calculated values of tff are seen to

decrease with increasing field strength. On a very descriptive

level this trend can be interpreted as an indication that the

DNP coupling factors at higher fields probe shorter molecular

distances and faster molecular dynamics.

D On the NMRD estimates of the coupling factor

The discrepancy between the coupling factors estimated from

NMRD measurements at 9.6 GHz,5 DNP enhancement

data at 9.8 GHz15 and our MD simulations is noteworthy

considering the claim in ref. 15 that the NMRD estimate at

this frequency is likely flawed and the coupling factor of 22%,

deduced from DNP enhancement measurements, should be

considered as more reliable. Hoping to explore at least some of

the possible sources of ambiguity in calculating coupling

factors from NMRD data using the approximate eqn (19),

here we look at the NMRD estimation procedure of ref. 5 and 8

from the perspective of the MD simulations. To this end,

we examine how the coupling factors are affected by the

assumption X = const. in eqn (20). The ‘‘experimental’’

information in our case are the spectral densities that appear

in eqn (20). These are calculated from the MD simulations.

First, we ask the following question: what are the values of

X that need to be used in eqn (20) in order to obtain exactly the

MD coupling factors for 25 1C (given in Table 6)? Of course,

the correct answer is to use X= 3J(oI). These values (up to an

arbitrary but constant normalization factor) are given in

the first row of Table 9 for the three frequencies studied

experimentally. It is immediately seen that the correct values

of X do depend on the frequency of interest, contrary to the

assumption behind eqn (20) [or its equivalent eqn (19)].

Next, to assess how important this variation in X over the

frequency range is, we calculate the coupling factors at 9.6, 94

and 260 GHz using eqn (20) and keeping X constant at the

three XMD values in Table 9. The results are given in the first

three columns of Table 10. As expected, the original MD

values are recovered along the diagonal. The dashes in the

last row indicate that the estimated coupling factors are

meaningless since the value of X is larger than 3J(oI) + 7J(oS)

at this frequency. We notice that with the choice

X = 32.47, which recovers our calculated coupling factor at

260 GHz, the estimate at 9.6 GHz is 35.4%. This value is in

perfect agreement with the experimental estimate of 36%.

However, the corresponding coupling of 10% at 94 GHz is

substantially larger than the experimental estimate of 6%. In

the last two columns of Table 10 we present the coupling

factors calculated using eqn (20) with different choices of the

constant X. The bold numbers are within the error bars of the

experimental estimates. It is apparent that it is not possible to

simultaneously rationalize all the three NMRD values in terms

of the spectral densities obtained from the MD simulations

and the assumption of constant X in eqn (20).

Finally, it should be mentioned that the variation of X, or

J(oI), in the examined frequency range should be rather

insensitive to the details of the molecular motion captured

by the MD simulations. Instead, the long-time tail of the

dipolar correlation function and its total integrated area are

expected to be most important. Given that we imposed the

long-time behavior of the FF model as the asymptote of the

MD correlation function, one would expect that the analysis

of this section could have been performed using the spectral

density of the FF model, eqn (22). That this is indeed the case

is demonstrated in the last row of Table 9, which shows that

the frequency dependence of X according to this model is

essentially identical to the frequency dependence resulting

from the MD simulations.

E Water–nitroxide hydrogen bonding dynamics

As already stated before, in principle it is not necessary to

fit the MD correlations functions to any functional form,

including the one given in eqn (26), in order to take their

Fourier transform and calculate the corresponding spectral

densities. In that sense, the choice of the multiexponential

decay is arbitrary and is not motivated by a dynamical model.

The only justification for this choice is that it fits the data well

in the range of up to 30–40 ps, after which the Bt�1.5

asymptote appears to take over. Nevertheless, the different

time scales identified with the multiexponential fit raise the

question of what physical processes might be causing them. In

Table 8 Time scales tff (ps), calculated from the coupling factors in
Table 4; ‘‘distances of closest aproach’’ dff (Å) calculated from tff

GHz 9.6 34 94 180 260 360

tff 43.9 35.2 30.5 25.9 22.5 19.8
dff

a 3.44 3.08 2.87 2.64 2.46 2.31

a Calculated as dff = (tffDTw)
1/2 for DTw = 2.7 � 10�9 m2 s�1.

Table 9 Values of X = 3J(oI) at the given frequencies (fS) calculated
from the spectral densities deduced from the MD simulations and the
FF model

X 9.6 GHz 94 GHz 260 GHz

XMD(oI) 37.47 34.94 32.47
Xff(oI) 37.96a 35.16a 32.47a

a Xffs are normalized by a common scaling factor such that the value at

260 GHz is the same as the MD value.

Table 10 Coupling factors (�10�2) calculated using eqn (20) and the
given values of X

X 37.47 34.94 32.47 33.6 32.3

9.6 GHz 29.9 32.7 35.4 34.2 35.6

94 GHz 0.54 5.33 10.0 7.87 10.3
260 GHz — — 1.80 — 2.16
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an effort to shed light on this question, we analyzed the

hydrogen bonding events between TEMPOL and water

contained in the MD trajectories.

Typically, a given geometry is classified as a hydrogen

bonding event on the basis of the distance between the

hydrogen bonded species and the hydrogen-bond angle (i.e.,

the distance between the heavy atoms O and X and the angle

O–H� � �X). In our analysis the cutoffs for the hydrogen bond

distance and angle were 4.5 Å and 1501. In other words, a

water molecule whose oxygen atom was within 4.5 Å of the

nitroxide oxygen (X) and for which the O–H� � �X angle was

larger than 1501 was considered to be hydrogen bonded to the

radical. Once identified, the hydrogen bonding events were

grouped according to their lifetime.

A histogram of the hydrogen bonding events versus their life

times (bin width of 2 ps) is shown in Fig. 6. The majority of the

events nicely follow an exponential decay with a time constant

of 3.6 ps (the straight line in the Figure). The only exceptions

are at the two extremes of very short- and very long-lived

hydrogen bonds. The events in the first bin, with life times less

than 2 ps, correspond to waters which transiently approach

the nitroxide within less than 4.5 Å and quickly diffuse away.

During the 2 ns simulation time, four events were observed to

have rather long life times, between 30 and 32 ps (last bin).

From the data in Fig. 6 we conclude that the mean lifetime

of the hydrogen bonded water–nitroxide complex is 3.6 ps,

according to the MD simulations. This number is very similar

to the intermediate time scale of E4.1 ps emerging from the

multiexponential fits to the dipolar correlation functions. For

the purposes of visualizing the various ‘‘modes of motion’’

that lead to the identified time scales, we thus speculate that

the fast thermal librations of the water molecules that are

hydrogen bonded to the nitroxide moiety lead to the fast decay

(E0.4 ps), the forming and breaking of these hydrogen bonds

is responsible for the intermediate decay (E4 ps), and the

large-scale translational diffusion of the waters accounts

for the long decay (E30 ps) and the asymptote of the

dipolar correlation function. Only this last process of relative

translational diffusion is expected to be properly described by

the FF model.

In addition to the proposed processes, other molecular

motions should also contribute to both of the faster time

scales. For example, depending on the nitroxide–water hydro-

gen bonding geometry, the dynamics of the second hydrogen,

which is not engaged by the nitroxide moiety, could also

modulate the dipolar interaction appreciably. The hydrogen

bond dynamics between two water molecules adjacent to the

nitroxide surface is therefore expected to affect the initial

decay of the dipolar correlation function. The ability of MD

simulations to follow all these simultaneous processes, which

likely span a range of overlapping time scales, makes them

perfectly suited for the calculation of DNP coupling factors

between small molecules.

Admittedly, the proposed correspondence between these

intuitive motions and the time scales identified by the

multiexponential fit to the dipolar correlation functions is an

oversimplification. This is exemplified by the fits at 25 1C in

Table 4. Whereas the time scales associated with concrete

physical processes are not expected to change depending on

the assumed location of the unpaired electron, the decays of

the correlation functions for oxygen- and nitrogen-based

electron spin differ substantially. The dipolar interaction used

to report on the microscopic dynamics filters this information

in a complex distance- and angle-dependent way. The outcome,

therefore, is sensitive to the underlying molecular geometry in

ways which may not be directly relevant for the basic ‘‘modes

of motion.’’ This poses a substantial difficulty in reading out

the fundamental motional time scales from the decay of the

dipolar correlation function.

V. Discussion

Dynamic nuclear polarization coupling factors were computed

using dipolar time correlation functions obtained directly

from molecular dynamics simulations of the nitroxide radical

TEMPOL in water at three different temperatures. The

calculated correlation functions contain information about

the relative motions of the water protons and the nitroxide

over a broad range of time scales, starting from a fraction of a

picosecond. A single correlation function was used to calculate

DNP coupling factors as a function of the magnetic field

strength for the range from 0.34 to 12.8 Tesla.

The calculated coupling factors are in good agreement with

the available experimental values for TEMPOL in water at

0.34, 3.4,5 and 9.2 Tesla,8 deduced from NMRD measure-

ments. As a cross check, the assumption of constant 2o1 in

eqn (19), which was used to obtain the experimental coupling

factors, was scrutinized on the basis of the MD simulations.

This analysis indicated that the assumption is not entirely

justified and likely causes additional uncertainties in the

NMRD estimates of the coupling factors on top of the

reported error bars. Nevertheless, the MD simulations and

the NMRD data are in overall agreement. This implies that

the relative nitroxide–solvent dynamics in a time range from

0.4 to 17 ps (reflected by the magnitude of the spectral density

function at the Larmor frequency of the electron) and further

up to hundreds of picoseconds (reflected by the spectral

density at the nuclear Larmor frequency) was captured rather

well by the MD simulations. Important in this respect was the

calibration of the water diffusion coefficient, which enforced

the correct long-time behaviour.

Only dipolar coupling between the electron and nuclear

spins was considered in the calculation of the coupling factors.

Combining ab initio calculations with the MD simulations we

Fig. 6 Histogram of the hydrogen bonding events versus their life

times (in steps of 2 ps). The straight line is an exponential decay with a

time constant of 3.6 ps.
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have presented evidence that it is indeed legitimate to ignore

the scalar coupling of the spins.

Reinterpreting the coupling factors calculated from the MD

simulations in the context of the FF model of translational

diffusion, we drew attention to the fact that it is not possible to

use this model to reliably describe the field dependence of the

DNP data. The analytical model is very useful when the goal is

to assess the effect of temperature on the DNP coupling factor

(by appropriately scaling the relative diffusion coefficientDff) or

the influence of the accessibility of the electron spin to water (by

changing the distance of closest approach dff). In such cases, the

parameters of the model provide valuable intuitive understand-

ing appropriate for order-of-magnitude analysis of the

trends. However, direct identification of the parameters of the

analytical approach with molecular properties (i.e., atomistic

distance of closest approach and known diffusion coefficients) is

actually problematic. From that perspective, the analytical para-

meters should be viewed as ‘‘effective’’ distance of closest approach

or ‘‘effective’’ relative diffusion, the values of which can vary with

frequency. In the same vein, we think that the interpretation of

NMRD data through fits to increasingly more complex motional

models can greatly benefit from the use of MD simulations to

restrict the values of some of the fitting parameters.

Attempts to go beyond the FFmodel of translational diffusion

by imposing known radial distribution functions16 or allowing

for off-centered spins37 exist but are harder to use for fitting to

experimental data since they do not necessarily lead to closed-

form analytic expressions. The philosophy of the current paper is

fundamentally different. Rather than trying to develop a more

realistic, analytically or numerically tractable fitting model we

deduce the relevant dynamical time scales from all-atom MD

simulations. This atomistic description automatically takes into

account the various types of solute–solvent motions which have

been considered in the literature such as the relative translational

diffusion of the two spin species, the rotational diffusion of the

off-centered spins, and the rotational diffusion of the supposedly

tightly bound water–nitroxide complex. In addition, these

diffusive motions naturally experience the potential of mean

force due to the molecular pair-correlation functions.

However, it is important to realize that the classical MD

approach might become increasingly inappropriate at even

shorter time scales. For example, the classical energy function

(force field) that was used does not explicitly account for the

lone electron pairs on the oxygen atoms of the nitroxide or

water. Therefore, the coordination of the nitroxide oxygen by

the nearest water molecules is not expected to be exactly

correct. (For a systematic comparison of the nitroxide–water

interaction geometries and energies with quantum mechanical

calculations see ref. 30.) In addition, both the water and the

nitroxide models used in this study lack an explicit description

of the atomic polarization. The polarizability (or its absence

thereof) is known to be largely responsible for the fast diffu-

sion of the TIP3P and other nonpolarizable water models. We

have partially addressed this issue by artificially slowing down

the water dynamics. Nevertheless, it is not clear to what extent

the increased friction that we introduced and the lack of

polarizability affect the fast sub-picosecond dynamics.

Furthermore, on increasingly shorter time scales it might be

necessary to explicitly account for at least some quantum

mechanical effects. For example, the population of the

unpaired electron is known to redistribute between the

nitrogen and oxygen atoms of the nitroxide upon hydrogen

bonding. Again, such effects were neglected in the present

study, where the electron was assumed to be localized at the

centers of these atoms in a 1 : 1 ratio.

Given all these approximations inherent in the MD simula-

tions, we have not sought means to improve on the description

of the scalar and dipolar interactions beyond the functional

form (14) and the point dipole approximation. Admittedly,

these approximations fail for some of the water molecules in

direct contact with the nitrogen or oxygen atoms of the

nitroxide, as is clearly demonstrated in Table 3. Certainly, using

more sophisticated and realistic forms for the scalar coupling is

conceivable. However, even if we imagine that the calculated

contribution of the scalar coupling increases by a factor of two

as a result of that (which is rather unlikely), its relative

importance with respect to the dipolar contribution will remain

less than 5%. On the other hand, since the point dipole

approximation can only become better with increasing distance,

the dipolar interaction is underestimated by about 30% for at

most two water molecules out of all the simulated waters. Thus,

neither of these approximations is expected to change the

conclusion that the calculated DNP coupling factors at the

higher magnetic fields are substantially larger than what is

expected from extrapolations based on the FF model.

Unlike the value of the DNP enhancement, the value of the

coupling factor is not directly accessible experimentally.

Recently there has been a systematic effort to quantify the

degree of electron spin saturation and thus access the coupling

factor from DNP enhancement measurements [cf. eqn (9)].14 It

has been claimed that this approach yields more reliable

coupling factors compared to the estimates based on NMRD

measurements.15 In ref. 15, the coupling factor of TEMPONE

in water at 9.8 GHz was estimated to be 22%. (The MD value

for TEMPOL at this frequency is 29.6%.) Somewhat dis-

concerting however is that this value had been reported as

18% in a previous work by the same authors.14 The difference

was explained to be due to the more powerful microwave

source employed in the later study.15 However, the available

microwave power should affect only the degree of saturation

and not the coupling factor. Clearly, for the reliable deter-

mination of the coupling factor from DNP enhancement data,

the estimated saturation should reflect the experimental con-

ditions (including the given microwave power).

The measured DNP enhancements at 3.45 and 9.2 Tesla8

provide support for the coupling factors at these higher fields

computed in the present article. Nevertheless, direct quanti-

tative comparison with the experimental DNP enhancements

is hindered by the uncertainties associated with the saturation

factor. A rigorous theoretical analysis of the saturation under

the experimental conditions and a direct comparison with

experiments at 9.2 T is carried out in the companion paper.

VI. Conclusion

The results of this study demonstrate that DNP coupling

factors over a wide range of field strengths of experimental

interest can be calculated reliably using all-atom molecular
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dynamics simulations. This opens the possibility to move

beyond the understanding offered by analytical motional

models, which assume spherical spin-bearing molecules.

Therefore, one can start addressing the molecular detail of

the solvent or the polarizing agent and study their influence on

the coupling factor. Such knowledge is expected to be useful in

designing and synthesizing polarizing agents properly ‘‘tuned’’

to the desired solvent such that maximal DNP enhancement is

achieved.

However, when employing MD simulations to calculate the

coupling factor, care has to be taken of the unrealistically large

water diffusion coefficient, a feature common to all the non-

polarizable water models.28 Undoubtedly, the most natural

way to avoid this problem is to employ a polarizable force

field. Such force fields exist for water and are currently under

active development and improvement for larger biomolecules

like proteins and DNA. Nevertheless, our results indicate that

a nonpolarizable water model can be successfully employed if

its diffusion is calibrated to match the experimental value by

adjusting the friction of the Langevin thermostat. Therefore, it

should be possible to adopt the approach presented here to

study computationally the DNP of water or other solvents by

different mono- or bi-radicals using the existing non-

polarizable force fields. Our own studies of nitroxide biradicals

in water using the methodology of this paper will be reported

elsewhere.
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